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Contribu�on 

What are the novel findings of this work? 

Ar�ficial intelligence (AI) can improve the performance of clinicians in detec�ng fetal AVSD on 

ultrasound, even if the AI performance is worse than the clinicians alone.  When the AI was incorrect, 

this resulted in a deteriora�on in clinician performance. Giving addi�onal informa�on about AI model 

workings and model confidence did not improve overall performance. 

What are the clinical implications of this work? 

These results support the possibility of integra�ng AI in the clinical workflow of fetal ultrasound 

screening. Even if AI models alone do not reach expert level performance, they s�ll have poten�al to 

improve overall collabora�ve human-machine performance. We have not iden�fied a reliable method 

to mi�gate against the risk of incorrect AI. 
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Abstract  

Objectives 

Ar�ficial intelligence (AI) has shown promise in improving the performance of fetal ultrasound 

screening in detec�ng congenital heart disease (CHD). The effect of giving AI advice to human 

operators has not been studied in this context. Giving addi�onal informa�on about AI model workings, 

such as confidence scores for AI predic�ons, may be a way of improving performance further. Our aims 

were to inves�gate whether AI advice improved overall diagnos�c accuracy (using a single CHD lesion 

as an exemplar), and to see what, if any, addi�onal informa�on given to clinicians op�mized the overall 

performance of the clinician-AI team. 

Methods 

An AI model was trained to classify a single fetal CHD lesion (atrioventricular septal defect, AVSD), 

using a retrospec�ve cohort of 121,130 cardiac four chamber images extracted from 173 ultrasound 

scan videos (98 with normal hearts, 75 with AVSD). A ResNet50 model architecture was used. 

Temperature scaling of model predic�on probability was performed on a valida�on set, and gradient-

weighted class ac�va�on maps (grad-CAMs) produced. Ten clinicians (two consultant fetal 

cardiologists, three trainees in pediatric cardiology, and five fetal cardiac sonographers) were recruited 

from a center of fetal cardiology to par�cipate. Each par�cipant was shown 2000 fetal four chamber 

images in a random order (1,000 normal and 1,000 AVSD). The dataset was comprised of 500 images, 

each shown in four condi�ons: 1) image alone without AI output; 2) image with binary AI classifica�on; 

3) image with AI model confidence; 4) image with gradient-weighted class ac�va�on map image 

overlays. The clinicians were asked to classify each image as normal or AVSD. 

Results 

20,000 image classifica�ons were recorded from 10 clinicians. The AI model alone achieved an 

accuracy of 0.798 (95% CI 0.760 – 0.832), sensi�vity of 0.868 (95% CI 0.834 – 0.902) and specificity of 

0.728 (95% CI 0.702 – 0.754, and the clinicians without AI achieved an accuracy of 0.844 (95% CI 0.834 
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– 0.854), sensi�vity of 0.827 (95% CI 0.795 – 0.858) and specificity of 0.861 (95% CI 0.828 – 0.895).  

Showing a binary (normal or AVSD) AI model output resulted in significant improvement in accuracy 

to 0.865 (p <0.001). This effect was seen in both experienced and less experienced par�cipants. Giving 

incorrect AI advice resulted in significant deteriora�on in overall accuracy from 0.761 to 0.693 (p 

<0.001), which was driven by an increase in both type I and type II error by the clinicians.  This effect 

was worsened by showing model confidence (accuracy 0.649, p <0.001) or grad-CAM (accuracy 0.644, 

p <0.001). 

Conclusions 

AI has the poten�al to improve performance when used in collabora�on with clinicians, even if the 

model performance does not reach expert level. Giving addi�onal informa�on about model workings 

such as model confidence and class ac�va�on map image overlays did not improve overall 

performance, and actually worsened performance for images where the AI model was incorrect. 
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Introduc�on  

Antenatal diagnosis of fetal congenital heart disease (CHD) is associated with improved morbidity and 

mortality a�er birth1–3. Many countries have ins�gated mid-trimester ultrasound screening to detect 

structural malforma�ons such as CHD, but these do not achieve universal detec�on, with considerable 

regional varia�on. For atrioventricular septal defect (AVSD), in the UK the Fetal Anomaly Screening 

Program detects an es�mated 69.2% of cases via the anomaly ultrasound scan, and 79.4% overall, 

including first trimester screening4.  

Ar�ficial intelligence (AI) using convolu�onal neural networks (a form of deep learning) has proved to 

be a powerful tool in many medical imaging tasks. This includes promising performance in the 

automa�c detec�on of fetal CHD using ultrasound6.  

Ultrasound is an operator-dependent modality, usually performed and interpreted at the same clinic 

visit.  Despite promising performance, it is unlikely that AI would be used autonomously of the human 

ultrasound operator. This means that collabora�on will be required between AI and clinicans7. Ideally, 

overall performance of the clinician-AI team would be beter than either the clinician or the AI 

opera�ng alone. However, this is not guaranteed. Recent work suggests that providing AI assistance to 

radiologists does not improve their performance in chest X-ray interpreta�on8. AI could worsen the 

performance of clinicians, if, for example, they choose to trust the AI when it was incorrect7. Providing 

more informa�on about the model, for example model confidence, or the area of the image most 

influen�al for the classifica�on, might be a means of mi�ga�ng against the risk of algorithm aversion 

(not trus�ng enough) or automa�on bias (trus�ng too much). These might help the operator 

appropriately calibrate their trust of the AI, meaning that they can make good decisions about when, 

and when not, to use the AI outputs7. 

Litle work has been undertaken exploring the interac�on between humans and AI in ultrasound 

interpreta�on. Our aims were twofold: 
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1. To inves�gate whether AI assistance given to clinicians increases overall collabora�ve 

performance in ultrasound disease classifica�on, using fetal AVSD as an example lesion. 

2. To inves�gate whether addi�onal informa�on about the AI model provided to the clinician 

impacts the overall collabora�ve clinician-AI performance. 
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Methods 

Setting 

The study was undertaken at a ter�ary fetal cardiology referral center. This permited access to an 

image archive with a large number of cardiac abnormali�es and facilitated analysis of images by staff 

with specific training in fetal echocardiography.  

Development of AI models 

An AI model was trained to classify fetal ultrasound four-chamber cardiac images into normal and 

AVSD. Detailed informa�on about the technical aspects of AI model development is shown in 

Appendix S1. The dataset was retrospec�vely acquired and consisted of 173 fetal ultrasound scans (98 

with normal hearts and 75 with AVSD), all diagnosed antenatally. Mul�ple ultrasound videos 

containing four-chamber views were used per fetus. Ultrasound videos were manually labelled by 

image plane and quality, and only frames labelled as high-quality four-chamber views were used. The 

total dataset size was 121,130 images. 

Human interaction with AI 

To compile the dataset for the experiment inves�ga�ng human and AI combined performance, the test 

and valida�on sets from the AI model development datasets were used (i.e., images not used for 

training the model). 500 four-chamber images from 36 fetuses (16 with AVSD and 20 with normal 

heart) were randomly selected for the experiment, split evenly between normal hearts and AVSD (250 

images for each). Temperature scaling was undertaken to improve calibra�on of model confidence 

score, as previously described9. Gradient-weighted class ac�va�on maps (grad-CAMS) were generated 

for each image, using previously published techniques10. 

The 500 images (250 normal and 250 AVSD) were presented to each clinician in four different 

condi�ons which are outlined below, and shown diagramma�cally in Figure 1. This meant that a total 

of 2000 images were classified as either normal or AVSD by each clinical reviewer.  
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• Condi�on 1: the plain unprocessed image, with no addi�onal AI informa�on. 

• Condi�on 2: the image with the addi�on of a binary AI model classifica�on (‘normal’ or 

‘AVSD’). 

• Condi�on 3: as in condi�on 2, but with the addi�on of the temperature-scaled model 

confidence, expressed as a percentage likelihood that the image represents a case of AVSD. 

• Condi�on 4: as in condi�on 3, but with an addi�onal grad-CAM image displayed adjacent to 

the plain image. 

Clinicians (both medical and non-medical) were recruited from our ter�ary fetal cardiology unit. Years 
of experience (both since qualifica�on, and specifically in fetal ultrasound) and professional 
background (consultant fetal cardiologist, specialist trainee doctor in pediatric cardiology, or 
sonographer) were recorded. The 2000 images were displayed to each clinician in a random order, 
using a bespoke pla�orm implemented in Python version 3.10. For each image the par�cipant was 
asked to select normal or AVSD as the most likely diagnosis. Before star�ng they were informed of the 
prevalence of AVSD among the image dataset (i.e., 50%), and the accuracy of the AI model. They also 
received tui�on on the meaning of the AI model output, the model confidence, and grad-CAM image. 

Accuracy was defined as number of correct classifica�ons / number of images. 95% confidence 

intervals were calculated using the exact Clopper-Pearson method. Accuracy was compared between 

condi�ons using the paired McNemar test for propor�ons. A p-value of less than 0.05 was considered 

significant. 

This work was undertaken as part of a research project which has approval from the East of Scotland 

Research Ethics Service, reference 20/ES/0005. 
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Results 

Ten clinician par�cipants were recruited (two consultant fetal cardiologists, five non-medical 

sonographers, and three doctors undertaking specialist higher training in pediatric cardiology). The 

consultant fetal cardiologists had 29 and 20 years of post-qualifica�on medical experience, and 22 and 

7 years of consultant-level experience in fetal cardiology. The sonographers had a mean post-

qualifica�on experience of 27.4 years (range 17-39 years), with a mean of 14.2 years’ experience in 

fetal ultrasound (range 5-25 years). All sonographers had completed the Fetal Medicine Founda�on 

online training course in Fetal Echocardiography11. The pediatric cardiology trainee doctors were all 

working at fellow / registrar level, had a mean post-qualifica�on experience of 8 years (range 7-9 

years), and a mean experience in pediatric cardiology (including postnatal echocardiography) of 2.7 

years (range 1-4 years). All the trainee doctors had less than one year’s experience in fetal cardiology. 

For analysis the operators were split into more experienced (the sonographers and fetal cardiology 

consultants), and less experienced (the trainee doctors). 20,000 human clinician classifica�ons were 

recorded in total.  

The accuracy of the AI model in diagnosing AVSD in this dataset was 0.798 (95% CI 0.760 – 0.832), with 

a sensi�vity of 0.868 (95% CI 0.834 – 0.902) and specificity of 0.728 (95% CI 0.702 – 0.754).  The overall 

clinician performance when shown images without AI assistance (condi�on 1) was an accuracy of 

0.844 (95% CI 0.834 – 0.854), significantly beter than the AI model (p < 0.001), and a sensi�vity of 

0.827 (95% CI 0.795 – 0.858) and specificity of 0.861 (95% CI 0.828 – 0.895). This superiority in accuracy 

was restricted to the more experienced par�cipants (accuracy 0.873, p <0.001), with the less 

experienced group showing a non-significant trend towards poorer performance compared to the AI 

model (accuracy 0.777, 95% CI 0.755 – 0.798, p = 0.161). 

Figure 2 and Table 1 show the performance of the clinicians when shown the image in the different 

condi�ons. Showing a binary AI model predic�on with the image (condi�on 2) improved overall 

performance compared to a plain image (condi�on 1), with an accuracy of 0.865 vs 0.844 (p <0.001). 
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This effect was seen in both more experienced and less experienced operators. Giving addi�onal 

informa�on (either model confidence (condi�on 3), or grad-CAM (condi�on 4)) along with the image 

did not significantly improve performance compared to giving a binary AI model output. For the 

clinicians as a whole, giving model confidence (condi�on 3) resulted in a deteriora�on in overall 

performance compared to condi�on 2 (accuracy 0.850 vs 0.865 respec�vely, p = 0.002). For the more 

experienced group, both model confidence (condi�on 3) and grad-CAM (condi�on 4) resulted in a 

worse performance compared to condi�on 2 (accuracy 0.872 and 0.877 respec�vely vs 0.888, p = 0.001 

and 0.029 respec�vely). For the less experienced group, giving model confidence or grad-CAM did not 

significantly change the accuracy compared to condi�on 2.  

To inves�gate the effect of professional group in more detail, we further stra�fied the more 

experienced group into the fetal cardiology consultants and the sonographers so that the performance 

of fetal cardiology consultants, sonographers and trainees can be seen separately. The results of this 

analysis are shown in Table S1 and Figure S1. The paterns of performance seen with the different 

condi�ons of image are similar between the sonographers and consultants, with both groups 

significantly outperforming the AI model. Although the consultants’ accuracy was higher when shown 

the binary AI model output (condi�on 2) compared to opera�ng alone, this improvement did not reach 

sta�s�cal significance.  

Figure 3 and Table 2 show the results stra�fied by whether the AI advice was correct or incorrect. The 

unassisted clinicians had higher performance on the images where the AI was correct compared to 

where the AI was incorrect (accuracy 0.865 vs 0.761, p < 0.001), probably reflec�ng the fact that these 

were easier images to classify (either because image quality was beter, or because the pathological 

findings were more obvious). For the images where AI was correct, the addi�on of AI advice with a 

binary AI classifica�on resulted in a significant improvement in accuracy compared to clinicians using 

the plain images (0.908 vs 0.865, p <0.001). Giving addi�onal informa�on (model confidence or grad-

CAM) did not change performance compared to binary AI advice. 
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Giving incorrect AI advice resulted in a significant deteriora�on in clinician performance (accuracy 

0.693 vs 0.761, p <0.001). This effect was driven by an increase in both type I and type II error, (i.e., 

both false nega�ves and false posi�ves) with a deteriora�on seen in both sensi�vity and specificity 

when the AI was incorrect. The effect was worsened when addi�onal informa�on (model confidence 

or grad-CAM was given (0.649 and 0.644 respec�vely, both p < 0.001).  
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Discussion 

We have demonstrated, for the first �me in fetal ultrasound, that giving AI advice to clinicians results 

in a significant improvement in the overall diagnos�c performance of the clinician-AI team, compared 

to either AI or clinicians opera�ng alone. This improvement is seen in both experienced experts and 

less experienced trainee doctors, and is also seen even if the AI performance alone is inferior to 

clinicians. This supports the hypothesis that a human-in-the-loop AI system may have u�lity in 

improving fetal ultrasound screening for structural malforma�ons, even if neither the human 

sonographer nor AI model achieves 100% accuracy.  

The rela�ve performance of AI alone compared to clinicians varied by the experience of the human 

operator. In this study, the performance of experienced fetal cardiology clinicians was independently 

superior to AI, but the performance of less experienced operators was similar to AI alone.  Whether 

this poten�al benefit would be magnified in a less specialist se�ng remains unknown. Work in other 

imaging modali�es has shown variable results, with some finding AI does not improve expert 

diagnos�c performance, and others findings a significant improvement8,12. We have also shown that 

giving incorrect AI model outputs worsened clinician performance, in keeping with work in other 

imaging modailites13. This effect was driven by causing an increase in both false nega�ve and false 

posi�ve decisions by the clinicians, resul�ng in a decrease in both sensi�vity and specificity.  

In previous work we have discussed the issue of trust calibra�on7. The AI model used in this work did 

not have 100% sensi�vity or specificity, meaning that it was incorrect for an important number of 

images. If we had a model that operated perfectly, trust calibra�on would not be required, as clinicians 

would simply trust the model output every �me. However, we feel that this situa�on is unlikely to be 

reality in the near future, especially for AVSD detec�on given how subtle this lesion can be (making it 

difficult for both humans and AI to detect). For this reason, we feel trust calibra�on will be important 

for any clinical use of AI in this context.  
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Trust calibra�on is the concept of human operators calibra�ng their trust according to AI performance, 

meaning that they trust the AI model output when it is correct, but distrust it (and therefore 

appropriately overrule it) when it is wrong. We postulated that giving addi�onal informa�on to the 

human operator (such as the confidence of the AI model, or a grad-CAM showing which area of the 

image has been most influen�al in the model decision) may improve their trust calibra�on. Our 

findings do not support this hypothesis, in contrast to work in other imaging modali�es14. When the 

AI model was correct, giving addi�onal informa�on did not make the clinicians more likely to trust it 

compared to just simply displaying the overall model diagnosis as ‘normal’ or ‘AVSD’. When the AI 

model was incorrect, giving addi�onal informa�on counterintui�vely made the clinicians more likely 

to inappropriately trust the AI, resul�ng in significantly worse performance.  

The causes of this are not completely clear. We have shown that for the images where the AI was 

incorrect, the clinicians also found these difficult to classify, with an overall lower diagnos�c accuracy 

compared to the other images. In such situa�ons, the clinicians may be more likely to rely on the AI 

diagnosis, even though it is wrong. It is possible that giving addi�onal informa�on simply adds 

credence to the AI decision, making it seem more trustworthy even though it should be distrusted, so-

called “automa�on bias”15. 

Output predic�on scores of deep neural networks, if interpreted as likelihood point es�mates, are 

known to be overly confident, meaning it becomes difficult for the human user to interpret these and 

use them to help calibrate trust. Temperature scaling, as we have done here, only par�ally ameliorates 

this, and as we have shown the model confidence outputs were not helpful to the clinicians when they 

were judging whether to trust or distrust the AI. How to improve the rela�onship between AI model 

confidence and likelihood of correctness is an area of ac�ve research, and more accurate metrics may 

become much more useful to human operators. However, even if more accurate, rather than real-

value probabili�es, alterna�ve methods of communica�ng these metrics may be more effec�ve (for 
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example, a general indicator that the AI should be ‘trusted’, ‘not trusted’, or ‘approached with 

cau�on’).  

Similarly, we have shown that our class ac�va�on map image overlays were not useful to the clinicians. 

A grad-CAM image is a rela�vely simplis�c graphical display of the final layer of a highly complex neural 

network, and does not necessarily reflect the workings of the mul�ple hidden layers of the network. 

Addi�onally, the area of the image most influen�al in the final model decision is not necessarily helpful 

in deciding if the model is correct. For some images the grad-CAM of an incorrect AI model output 

clearly shows that an area outside the heart is being highlighted, meaning that the clinician may use 

this to decide to overrule the AI. However, in many images this was not the case, with appropriate 

highlight of the cardiac crux. In these cases, this may give false reassurance leading to inappropriate 

trust of the AI by the clinician.  

There are several limita�ons to the current work. Firstly, the se�ng was a retrospec�ve review of s�ll 

images, which is different to how these clinicians would work in clinical prac�ce, i.e., real-�me 

interpreta�on of moving ultrasound video. Diagnosing AVSD from s�ll images is not the same task as 

making an overall diagnosis of AVSD in a fetus, and this probably accounts for the lower accuracy seen 

in this task than expected if they were assessing on a per-fetus basis, and limits the generalizability of 

this work to clinical prac�ce. It is far more difficult to diagnose any malforma�on from a single image 

compared to a complete ultrasound examina�on, and we acknowledge that this will have influenced 

human performance in this study. The psychological effect of forcing the clinicians to make a binary 

decision based on a single image is very different to how clinicians operate in either a screening or 

specialist se�ng, where much richer data would be available, either from other images or other clinical 

informa�on. We s�ll feel that assessing interac�on between human clinicians and AI in this context is 

informa�ve and, but further work is planned to develop these AI techniques so that the AI models can 

be run in real �me, and allow simultaneous image acquisi�on and interpreta�on with AI assistance, to 

allow a closer representa�on of true clinical workflow. 
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Secondly, all cases included in this study were diagnosed antenatally, so may not be representa�ve of 

the cases that are most important to focus on, i.e. those cases that are currently missed. In addi�on, 

as in most studies in this field, the available dataset is rela�vely small meaning that the images used 

in this study were taken from a limited number of fetuses, with mul�ple images taken from the same 

fetus. This is important, as some AVSDs are far easier to detect than others, and it is possible the cases 

chosen for this study are not representa�ve of the overall popula�on of fetuses with AVSD. For more 

‘obvious’ AVSDs it would be easier for the clinician to overrule the AI if it was incorrect, so the nature 

of trust calibra�on would be altered. Future prospec�ve clinical trials based in screening units will be 

an important way of assessing these issues, as it is likely that the AI model performance will deteriorate 

with this type of clinical transla�on, in part because the types of cases encountered at a popula�on 

screening level may be different to a specialist level, causing a degree of covariate shi�. 

Thirdly, we used only a single fetal CHD lesion, AVSD. This was selected as it has a rela�vely poor 

antenatal detec�on rate compared to other major congenital heart diseases16. Also, it is diagnosable 

from a single plane (the four-chamber view), and although long-term outcomes are good following 

surgery17, due to its extremely high associa�on with chromosomal disorders antenatal detec�on is of 

great importance. Our group and others are working on broadening AI classifica�on models to cover 

the en�re CHD spectrum, and further work will be required to inves�gate how applicable the results 

of the present study are to disparate fetal condi�ons. 

Finally, the clinicians were recruited from a ter�ary referral center for pediatric and fetal cardiology. 

This means that their performance specific to CHD may be superior to sonographers opera�ng at a 

screening level. However, we have shown that our findings hold true even when restricted to a far less 

experienced group. Despite this, is it possible that impact of AI assistance in the se�ng of screening 

ultrasound (where the vast majority of examina�ons will be normal), may be completely different to 

when used in a specialist se�ng. Involvement of screening level sonographers in future studies will be 
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important to examine the generalizability of this work when we consider exactly how AI might be 

integrated into the actual clinical workflow of a na�onal screening program. 

Conclusion 

We have shown that human clinicians and AI working together to diagnose fetal CHD on ultrasound 

can have superior performance compared to either clinicians or AI opera�ng alone. This is suppor�ve 

of the idea that AI might be of real clinical value in this context, even if the AI does not reach expert 

level performance. However, giving incorrect AI advice results in a deteriora�on in clinician 

performance. We examined the u�lity of providing addi�onal informa�on about the AI model to the 

clinicians to mi�gate against this, but conversely found that this resulted in a further deteriora�on in 

accuracy. Further work is required to inves�gate methods of avoiding this poten�ally dangerous 

phenomenon, if clinical integra�on of AI is being considered.  
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 Figure legends 

Figure 1: examples of the four condi�ons in which each image was displayed to the clinician 

par�cipants. A: condi�on 1, plain ultrasound image, without AI output; B: condi�on 2, image with 

binary model output; C: condi�on 3, image with model output and model confidence, expressed a 

probability of an AVSD diagnosis; D: condi�on 4, image with model output, model confidence score, 

and gradient-weighted class ac�va�on map (grad-CAM). In the grad-CAM, red and yellow colors 

indicate a greater rela�ve influence of those pixels to the final model output, and green and blue color 

indicate a lesser rela�ve influence. 

Figure 2: diagnos�c performance accuracy, stra�fied by level of experience of the human operator. 

More experienced: fetal cardiology consultants and sonographers; less experienced: pediatric 

cardiology trainee doctors; AVSD: atrioventricular septal defect; grad-CAM: gradient-weighted class 

ac�va�on map; AI: ar�ficial intelligence. Error bars represent one standard error. * = p < 0.05. 

Figure 3: diagnos�c performance accuracy of clinicians, stra�fied by correctness of AI model output. 

AVSD: atrioventricular septal defect; grad-CAM: gradient-weighted class ac�va�on map; AI: ar�ficial 

intelligence. Error bars represent one standard error. * = p < 0.05. 
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Tables 

Table 1: AVSD classifica�on accuracy, by image type and clinicians’ experience.  

 

 

 comparison of accuracy with condi�on 1 (plain image without AI support); ǂ comparison of accuracy with condi�on 2 (assistance with binary AI output) 

 

 All clinicians More experienced clinicians  Less experienced clinicians 
 Accuracy  

(95% CI) 
Sensitivity 
(95% CI) 

Specificity 
(95% CI) 

P value Accuracy 
(95% CI) 

Sensitivity 
(95% CI) 

Specificity 
(95% CI) 

P value Accuracy 
(95% CI) 

Sensitivity 
(95% CI) 

Specificity 
(95% CI) 

P value 

Condition 1 
(image with 
no AI 
information) 

0.844 
(0.834–
0.854) 

0.827 
(0.795– 
0.858) 

0.861 
(0.828– 
0.895) 

 0.873 
(0.861– 
0.883) 

0.868 
(0.828– 
0.908) 

0.877 
(0.836– 
0.918) 
 

 0.777  
(0.755– 
0.798) 

0.731 
(0.682– 
0.779) 

0.824 
(0.766– 
0.882) 

 

Condition 2 
(image with 
AI 
classification) 

0.865 
(0.855– 
0.874) 

0.866 
(0.832– 
0.899) 

0.864 
(0.830– 
0.897) 

<0.001  0.888 
(0.877– 
0.898) 

0.893 
(0.852– 
0.935) 

0.883  
(0.836– 
0.918) 

0.004  0.810  
(0.789– 
0.830) 

0.801 
(0.746– 
0.857) 

0.819 
(0.762– 
0.876) 

0.005  

 

Condition 3 
(image with 
AI 
confidence) 

0.850 
(0.839– 
0.859) 

0.847 
(0.815– 
0.880) 

0.852 
(0.819– 
0.885) 

0.292  
0.002 ǂ 

0.872 
(0.860– 
0.883) 

0.878 
(0.838– 
0.919) 

0.866 
(0.842– 
0.924) 

0.917  

0.001 ǂ 
0.797 
(0.776– 
0.817) 

0.775 
(0.722– 
0.828) 

0.820 
(0.763– 
0.877) 

0.103  

0.262 ǂ 

Condition 4 
(image with 
grad-CAM) 

0.858 
(0.848– 
0.868) 

0.845 
(0.813– 
0.878) 

0.871 
(0.837– 
0.905) 

0.011  
0.180 ǂ 

0.877 
(0.866– 
0.888) 

0.874 
(0.833– 
0.914) 

0.880 
(0.839– 
0.921) 

0.455  

0.029 ǂ 
0.814 
(0.793– 
0.833) 

0.779 
(0.725– 
0.832) 

0.849 
(0.790– 
0.909) 

0.003  

0.722 ǂ 
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Table 2: AVSD classifica�on accuracy by clinicians, stra�fied by correctness of AI model.  

 

 comparison of accuracy with condi�on 1 (plain image without AI support); ǂ comparison of accuracy with condi�on 2 (assistance with binary AI output) 

 

 Images with correct AI  Images with incorrect AI 
 Accuracy 

(95% CI) 
Sensitivity 
(95% CI) 

Specificity 
(95% CI) 

P value Accuracy (95% 
CI) 

Sensitivity 
(95% CI) 

Specificity 
(95% CI) 

P value 

Condition 1 
(image with no AI 
information) 

0.865 
(0.854–0.875) 

0.843 
(0.808–0.878) 

0.891 
(0.851–0.932) 

 0.761 
(0.734– 0.787)  

0.721 
(0.649– 0.793)  

0.781 
(0.725– 0.837)  

 

Condition 2 
(image with AI 
classification) 

0.908 
(0.899–0.917) 

0.898 
(0.861–0.936) 

0.920 
(0.878–0.962) 

<0.001  0.693 
(0.664– 0.721)  

0.652 
(0.592– 0.711)  

0.713 
(0.664– 0.762)  

<0.001  

Condition 3 
(image with AI 
confidence) 

0.901 
(0.891–0.910) 

0.887 
(0.850–0.924) 

0.917 
(0.875–0.959) 

<0.001  
0.137 ǂ 

0.649 
(0.618– 0.678)  

0.588 
(0.543– 0.633)  

0.678 
(0.633– 0.723)  

<0.001  
0.001 ǂ 

Condition 4 
(image with grad-
CAM) 

0.907 
(0.898–0.916) 

0.886 
(0.849–0.923) 

0.932 
(0.890–0.975) 

<0.001  
0.840 ǂ 

0.644 
(0.634– 0.693)  

0.579 
(0.536– 0.622)  

0.706 
(0.658– 0.754)  

<0.001  
0.046 ǂ 
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